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Overcoming Calibration Problems in Pattern
Labeling with Pairwise Ratings: Application to

Personality Traits
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Abstract. We address the problem of calibration of workers whose task
is to label patterns with continuous variables, which arises for instance
in labeling images of videos of humans with continuous traits. Worker
bias is particularly difficult to evaluate and correct when many workers
contribute just a few labels, a situation arising typically when labeling is
crowd-sourced. In the scenario of labeling short videos of people facing a
camera with personality traits, we evaluate the feasibility of the pairwise
ranking method to alleviate bias problems. Workers are exposed to pairs
of videos at a time and must order by preference. The variable levels
are reconstructed by fitting a Bradley-Terry-Luce model with maximum
likelihood. This method may at first sight, seem prohibitively expen-
sive because for N videos, p = N(N − 1)/2 pairs must be potentially
processed by workers rather that N videos. However, by performing ex-
tensive simulations, we determine an empirical law for the scaling of the
number of pairs needed as a function of the number of videos in order
to achieve a given accuracy of score reconstruction and show that the
pairwise method is affordable. We apply the method to the labeling of
a large scale dataset of 10,000 videos used in the ChaLearn Apparent
Personality Trait challenge.

Keywords: Calibration of labels, Label bias, Ordinal labeling, Variance
Models, Bradley-Terry-Luce model, Continuous labels, Regression, Per-
sonality traits, Crowd-sourced labels.

1 Introduction

Computer vision problems often involve labeled data with continuous values
(regression problems). This includes, job interview assessments [1], personality
analysis [2,3], or age estimation [4], among others. To acquire continuous labeled
data, it is often necessary to hire professionals that have had training on the task
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of visually examining image or video patterns. For example, the data collection
that motivated this study requires the labeling of 10,000 short videos with per-
sonality traits on a scale of -5 to 5. Because of the limited availability of trained
professionals, one often resorts to the “wisdom of crowds” and hire a large num-
ber of untrained workers whose proposed labels are averaged to reduce variance.
A typical service frequently used for crowd-sourcing labeling is Amazon Mechan-
ical Turk1 (AMT). In this paper, we work on the problem of obtaining accurate
labeling for continuous target variables, with time and budgetary constraints.

The variance between labels obtained by crowd-sourcing stems from several
factors, including the intrinsic variability of labeling of a single worker (who,
due to fatigue and concentration may be inconsistent with his/her own assess-
ments), and the bias that a worker may have (his/her propensity to over-rate or
under-rate, e.g. a given personality trait). Intrinsic variability is often referred to
as “random error” while “bias” is referred to as “systematic error”. The prob-
lem of intrinsic variability can be alleviated by pre-selecting workers for their
consistency and by shortening labeling sessions to reduce worker fatigue. The
problem of bias reduction is the central subjet of this paper.

Reducing bias has been tackled in various ways in the literature. Beyond sim-
ple averaging, aggregation models using confusion matrices have been considered
for classification problems with binary or categorical labels (e.g [5]). Aggregat-
ing continuous labels is reminiscent of Analysis of Variance (ANOVA) models
and factor analysis (see, e.g. [6]) and has been generalized with the use of factor
graphs [5]. Such methods are referred to in the literature as “cardinal” methods
to distinguish them from “ordinal methods”, which we consider in this paper.

Ordinal methods require that workers rank patterns as opposed to rating
them. Typically, a pair of patterns A and B is presented to a worker and he/she
is asked to judge whether value(A) < value(B), for instance extroverted(A) <
extroverted(B). Ordinal methods are by design immune to additive biases (at
least global biases, not discriminative biases, such as gender or race bias). Be-
cause of their built-in insensitivity to global biases ordinal methods are well
suited when many workers contribute each only a few labels [7]. In addition,
there is a large body of literature [8–13] showing evidence that ordinal feed-back
is easier to provide than cardinal feed-back from untrained workers. In prelimi-
nary experiments we conducted ourselves, workers were also more engaged and
less easily bored if they had to make comparisons rather than rating single items.

In the applications we consider, however, the end goal is to obtain for every
pattern a cardinal rating (such as the level of friendliness). To that end, pair-
wise comparisons must be converted to cardinal ratings such as to obtain the
desired labels. Various models have been proposed in the literature, including
the Bradley-Terry-Luce (BTL) model [14], the Thurstone class of models [15],
and non-parametric models based on stochastic transitivity assumptions [16].
Such methods are commonly used, for instance, to convert tournament wins in
chess to ratings and in online video games such as Microsoft’s Xbox [17]. In this
paper, we present experiments performed with the Bradley-Terry-Luce (BTL)

1 https://www.mturk.com/.



090

091

092

093

094

095

096

097

098

099

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

090

091

092

093

094

095

096

097

098

099

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

ECCV

#9
ECCV

#9

ECCV-16 submission ID 9 3

model [14], which provided us with satisfactory results. By performing simula-
tions, we demonstrate the viability of the method within the time and budget
constraints of our data collection.

Contribution

For a given target accuracy of cardinal rating reconstruction, we determine the
practical economical feasibility of running such a data labeling and the practi-
cal computational feasibility by running extensive numerical experiments with
artificial and real sample data from the problem at hand. We investigate the
advantage of our proposed method from the scalability, noise resistance, and
stability points of view. We derive an empirical scaling law of the number of
pairs necessary to achieve a given level of accuracy of cardinal rating recon-
struction from a given number of pairs. We provide a fast implementation of
the method using Newton’s conjugate gradient algorithm that we make publicly
available on Github. We propose a novel design for the choice of pairs based
on small-world graph connectivity and experimentally prove its superiority over
random selection of pairs.

2 Problem Formulation

2.1 Application Setting: The Design of a Challenge

The main focus of this research is the organization of a pattern recognition
challenge in the ChaLearn Looking at People (LAP) series [18–25], which is
being run for ECCV 2016 [3] and ICPR 2016 . This paper provides a methodol-
ogy, which we are using in our challenge on automatic personality trait analysis
from video data [26]. The automatic analysis of videos to characterize human
behavior has become an area of active research with a wide range of applica-
tions [1,2,27,28]. Research advances in computer vision and pattern recognition
have lead to methodologies that can successfully recognize consciously executed
actions, or intended movements, for instance, gestures, actions, interactions with
objects and other people [29]. However, much remains to be done in character-
izing sub-conscious behaviors [30], which may be exploited to reveal aptitudes
or competence, hidden intentions, and personality traits. Our present research
focuses on a quantitative evaluation of personality traits represented by a numer-
ical score for a number of well established psychological traits known as the ”big
five” [31]: Extraversion, agreableness, conscientiousness, neurotism, and open-
ness to experience.

Personality refers to individual differences in characteristic patterns of think-
ing, feeling and behaving. Characterizing personality automatically from video
analysis is far from being a trivial task because perceiving personality traits is
difficult even to professionally trained psychologists and recruiting specialists.
Additionally, quantitatively assessing personality traits is also challenging due
to the subjectivity of assessors and lack of precise metrics. We are organizing a
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challenge on “first impressions”, in which participants will develop solutions for
recognizing personality traits of subjects from a short video sequence of the per-
son facing the camera. This work could become very relevant to training young
people to present themselves better by changing their behavior in simple ways,
as the first impression made is very important in many contexts, such as job
interviews.

We made available a large newly collected data set sponsored by Microsoft
Research of 10,000 15-second videos collected from YouTube, annotated with the
“big-five” personality traits by AMT workers. See the data collection interface
in Figure 1.

We budgeted 20,000 USD for labeling the 10,000 videos. We originally esti-
mated that by paying 10 cents per rating of video pair (a conservative estimate
of cost per task), we could afford rating 200,000 pairs. This paper presents the
methodology we used to evaluate whether this budget would allows us to accu-
rately estimate the cardinal ratings, which we support by numerical experiments
on artificial data. Furthermore, we investigated the computational feasibility
of running maximum likelihood estimation of the BTL model for such a large
number of videos. Since this methodology is general, it could be used in other
contexts.

Fig. 1: Data collection interface. The AMT workers must indicate their preference
for five attributes representing the “big five” personality traits.

2.2 Model Definition

Our problem is parameterized as follows. Given a collection of N videos, each
video has a trait with value in [�5; 5] (this range is arbitrary, other ranges can
be chosen). We treat each trait separately; in what follows, we consider a single
trait. We require that only p pairs will be labeled by the AMT workers out
of the P = N(N � 1)=2 possible pairs. For scaling reasons that we explain
later, p is normalized by N logN to obtain parameter � = p=(N logN). We
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consider a model in which the ideal ranking may be corrupted by “noise”, the
noise representing errors made by the AMT workers (a certain parameter �).
The three parameters �, N , and � fully characterize our experimental setting
depicted in Figure 2 that we now describe.

Let w� be the N dimensional vector of “true” (unknown) cardinal ratings
(e.g. of videos) and w̃ be the N dimensional vector of estimated ratings obtained
from the votes of workers after applying our reconstruction method based on
pairwise ratings. We consider that i is the index of a pair of videos fj; kg, i = 1 : p
and that yi 2 f�1; 1g represents the ideal ordinal rating (+1 if w�

j > w�
k and

-1 otherwise, ignoring ties). We use the notation xi to represent a special kind
of indicator vector, which has value +1 at position j, �1 at position k and zero
otherwise, such that < xi;w

� >= w�
j � w�

k.

We formulate the problem as estimating the cardinal rating values of all
videos based on p independent samples of ordinal ratings yi 2 f�1; 1g coming
from the distribution:

P [yi = 1jxi;w
�] = F(

< xi;w
� >

�
);

where F is a known function that has value in [0; 1] and � is the noise parameter.
We use Bradley-Terry-Luce model, which is a special case where F is logistic
function, F (t) = 1=(1 + exp(�t)).

In our simulated experiments, we first draw the w�
j cardinal ratings uniformly

in [-5, 5], then we draw p pairs randomly as training data and apply noise to
get the ordinal ratings yi. As test data, we draw another set of p pairs from the
remaining data.

It can be verified that the likelihood function of the BTL model is log-concave.
We simply use the maximum likelihood method to estimate the cardinal rating
values and get our estimation w̃. This method should lead to a single global
optimum for such a convex optimization problem.

2.3 Evaluation

To evaluate the accuracy of our cardinal rating reconstruction, we use two dif-
ferent scores (computed on test data):

Coefficient of Determination (R2). We use the coefficient of determination
to measure how well w̃ reconstructs w�. The residual residual sum of squares is
defined as SSres =

∑
i(w

�
i � w̃i)

2. The total sum of squares SSvar is defined as:
SSvar =

∑
i(w

�
i �w�)2, where w� denotes the average rating. The coefficient of

Determination is defined as R2 = 1 � SSres=SSvar. Note that since the w�
i are

on an arbitrary scale [�5;+5], we must normalize the w̃i before computing the
R2. This is achieved by finding the optimum shift and scale to maximize the R2.

Test-accuracy. We define test Accuracy as the fraction of pairs correctly re-
oriented using w̃ from the test data pairs, i.e. those pairs not used for evaluating
w̃.
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Fig. 2: Work Flow Diagram

2.4 Experiment Design

In our simulations, we follow the work
ow of Figure 2. We �rst generate a score
vector w � using a uniform distribution in [ � 5; 5]N . Oncew � is chosen, we select
training and test pairs.

One original contribution of our paper is the choice of pairs. We propose to
use a small-world graph construction method to generate the pairs [32]. Small-
world graphs provide high connectivity, avoid disconnected regions in the graph,
have a well distributed edges, and minimum distance between nodes [33]. An
edge is selected at random from the underlying graph, and the chosen edge
determines the pair of items compared. We compare the small-world strategy
to draw pairs with drawing pairs at random from a uniform distribution, which
according to [7] yield near-optimal results.

The ordinal rating of the pairs is generated with the BTL model using the
chosenw � as the underlying cardinal rating, 
ipping pairs according to the noise
level. Finally, the maximum likelihood estimator for the BTL model is employed
to estimate ~w.

We are interested in the e�ect of three variables: total number of pairs avail-
able, p; total number of videos, N ; noise level,� . First we experiment on perfor-
mance progress (as measured byR2 and Accuracy on test data) for �xed values
of N and � , by varying the number of pairs p. According to [14] with no noise
and error, the minimum number of pairs needed for exactly recovering of original
ordering of data is NlogN . This prompted us to vary p as a multiple of NlogN .
We de�ne the parameter � = p=(N logN ). The results are shown in Figures 3
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